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Briefly: Who am I?
Assistant Professor (tenure-track) 

Research: I like to build stuff 

○ Storage, networking, distributed, operating systems
○ Design, implement, and deploy code and measure 

Teaching: 

● Advanced Network Programming (XB_0048), Storage Systems (XM_0092), Systems 
Seminar (X_405022)

● https://animeshtrivedi.github.io/teaching/ (course material available openly) 

Outside computers: 

● Cycling, running, reading non-fiction - talk to me about existential dread ;) 

https://animeshtrivedi.github.io/ 
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The goal of this talk is to … 
● Tell you all the things that I find exciting - luckily that is also my job :) 

○ Without pulling hairs and splitting electrons 

● Get you excited about storage systems 
○ Even if you are not interested “in” storage systems you should 

know what it can offer to you for your data-driven workloads! 
○ If you are interested, just chat up with me after this talk 

● Convince you it is not just about writing code
○ CS, AI, and Mathematics - we need help from all of you! 

● Lastly, right now it is very fun and exciting time to do advanced studies 
○ The field of computing is undergoing a fundamental shift - you can shape it 
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When I say Storage Systems… 

4Storage System Course,  https://animeshtrivedi.github.io/course-stosys/ 
https://studiegids.vu.nl/en/2021-2022/courses/XM_0092#/ 

https://animeshtrivedi.github.io/course-stosys/
https://studiegids.vu.nl/en/2021-2022/courses/XM_0092#/


Data, Data, and Data Everywhere

Social 

Mobility

Warehouse
Financial 

Health 

Science 
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A minute on the Internet 

https://new.in-24.com/News/120299.html 
https://cybersecurityventures.com/the-world-will-store-200-zettabytes-of-data-by-2025/ 

(by 2025)

200 x 1,000,000,000,000,000,000,000

thousand
million

billion
trillion

quadrillion
quintillion

sextillion
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If that Zettabytes does not resonate 
Assume: 

● 1 grain of rice is 1 byte of data 
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We are here

“Find me an image of a pink cat”

https://www.pinterest.com/LauralikesChai/pink-cat/ 

https://www.pinterest.com/LauralikesChai/pink-cat/


How do we store and process this data?

Invented by IBM in 1956 

The primary technology to store data 

Lots of work and research has been done on it to … 

● Store data in a single machine 
● Store data reliably in a single machine 
● Store data reliably with high-performance in a single machine 
● Store data on distributed machines 
● Store data reliably on distributed machines  
● Store data reliably with high-performance on distributed machines   

17http://pages.cs.wisc.edu/~remzi/OSTEP/file-disks.pdf 
https://www.partitionwizard.com/help/what-is-chs.html 

http://pages.cs.wisc.edu/~remzi/OSTEP/file-disks.pdf
https://www.partitionwizard.com/help/what-is-chs.html


HDD Design Mantras - Since the 1960s
1. I/O read/write operations happens in a sector granularity (512 bytes)
2. Read and write are symmetric - they both have the same performance 
3. Random performance (both read/write) are worse than the sequential 

performance 
4. Small I/O performance is bad - cannot amortize the seek and rotational time 
5. [Not so well known] Outer vs inner track performance 

a. Outer tracks rotate with a faster linear speed than Inner tracks
b. Hence, faster bandwidth (30+%) and lower latencies 
c. See section 4.3 http://cseweb.ucsd.edu/~gmporter/papers/tritonsort-nsdi11.pdf 

6. (Theoretically) Infinite durability - magnetic field can be held indefinitely
a. Disregarding heating, damages, demagnetization, etc.  
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The triangle of storage hierarchy
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Tape 

Hard disk drive (HDD) 

DRAM Memory

CPU cache

CPU 
register

Cost: $ / GB 

capacity

~0.1ns

1-10ns

~10-100ns

~10-100ms

~100ms-10s

Access latencies
- cache line granularity 
- volatile 
- load/store instructions

- Block granularity 
- non-volatile 
- I/O commands 



Latencies in perspective 
Numbers every programmer should know

While the other components improved 
significantly since the 1960s … 

Storage has been the Achilles’ heel 

Incredible amount of work done to hide 
these latencies 

https://gist.github.com/hellerbarde/2843375 
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Enter: USB Drive (what is inside a USB drive)

21https://www.quill.com/nxt-technologies-32gb-usb-30-flash-drive-nx27996/cbs/55362528.html 

https://www.quill.com/nxt-technologies-32gb-usb-30-flash-drive-nx27996/cbs/55362528.html


Non-Volatile Memory (NVM) Technology 
Umbrella term for many related technologies (Solid-State Storage, 
Storage-Class Memory - we are rubbish with names :P) 

Overall the idea is to use physical properties of media 
store bits and data 

● Magnetic state

● Electrical charge  ← 
● Crystalline / amorphous state
● Resistance 
● Optical 

 No moving parts ! 
https://www.rambus.com/blogs/minding-the-memory-gap-2/ 22
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Flash Memory
Invented by Toshiba 
● Since mid-1980s commercially available 
● The basic idea of a floating gate: 

1960s with the MOSFET technology 

Has been around for more than 30 years 

First became popular in with embedded devices 

In the mainstream computing from the mid-2000s 

One of the most popular technologies to store data today

A very fundamental shift how to store and manage data

https://www.eweek.com/storage/why-flash-storage-will-remain-dominant-for-several-years 
https://en.wikipedia.org/wiki/File:Flash_cell_structure.svg 
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How does it work?

24For more about the physics of flash cells: https://safari.ethz.ch/architecture/fall2018/lib/exe/fetch.php?media=onur-comparch-fall2018-lecture14b-flashmemory-afterlecture.pdf 
https://www.youtube.com/watch?v=XbKOmOPjLtc 

Trapping electrons in the floating gates to either let the current through or not 

● You cannot overwrite (you cannot trap more electrons in trapped electrons) 
● A FG must be re-programmed / erase (P/E) continuously, leading to an erosion of the 

the isolated oxide layer - finite P/E life cycle 
● Multiple reads over the time can also erode the charge : read disturbance 

https://safari.ethz.ch/architecture/fall2018/lib/exe/fetch.php?media=onur-comparch-fall2018-lecture14b-flashmemory-afterlecture.pdf
https://www.youtube.com/watch?v=XbKOmOPjLtc


Making flash pages and blocks from flash cells
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A bunch of flash cells are packed in a page : typically 4kB 
● Typically, a unit of I/O - the page (similar to a sector size in HDD)

A bunch of flash pages packed together as a block: typically 
64-128-256 pages (hence, a few Megabytes) 
● Typically, a unit of erase (bulk erasure) 
● Recall: you need to erase before you can write on a flash cell 

Lots of parallelism available inside the device - we should use it :) 



Write - Erase Operation in Detail
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abcdefghijk 1010101010 1234567890 xxxxxxxxxxx

valid                        valid                       valid                    erased  

xxxxxxxxxx xxxxxxxxxxx xxxxxxxxxxx xxxxxxxxxxx

erased                   erased                     erased                 erased    

124567890 xxxxxxxxxxx xxxxxxxxxxx xxxxxxxxxxx

Want to re-write
the 1st page

valid                   erased                     erased                 erased    

   page0          page1         page2         page3

Erase the 
whole block

Write page0 

the content of page1 and page2 are lost, hence, if you want to save them then you have to copy 
out the whole block



Typical Values of Operations
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Performance might depend on:
● The technical generation of the device 
● What cell technology it is using - SLC, MLC or TLC 
● How much data you have written to it (?, yes you read it right)
● How old the file system is 
● and a few more parameters...

Read (usec) Write (usec) Erase (usec) P/E cycles 

SLC 25 200-300 1,500-2,000 ~100,000

MLC 50 ~600-900 ~3,000 ~10,000

TLC 75 ~900-1,350 ~4,500 ~5,000

https://www.enterprisestorageforum.com/storage-hardware/slc-vs-mlc-vs-tlc-nand-flash.html 
http://pages.cs.wisc.edu/~remzi/OSTEP/file-ssd.pdf 

https://www.enterprisestorageforum.com/storage-hardware/slc-vs-mlc-vs-tlc-nand-flash.html
http://pages.cs.wisc.edu/~remzi/OSTEP/file-ssd.pdf


So far: Flash vs HDD (at the cell level)
1. No moving parts inside a flash storage 
2. Flash read latencies are much lower than HDDs (10s of msecs vs 10s of usecs)
3. Asymmetric read and write performances, 10 (r) vs 100 (w) useconds 

a. HDD have the same 
4. No overwriting (in-place update) the same page again (HDD can) 
5. [new operation] Erase operation, must erase a whole block before writing 
6. [new activity] If there are valid data pages, must copy data before erase
7. Finite number of times one can erase and program flash cells 

a. Nonetheless, like with any electron based storage, they leak and data will be eventually lost 
b. HDDs have (theoretically) infinite durability 

8. Read performance is uniform - no difference with random or sequential at the cell level 
9. Large amount of parallelism (100s of requests vs 10s of requests) 

10. Also - no mechanical parts, hence, better energy efficiency and packaging density

28



Flash Translation Layer - The Secret Sauce  
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FTL is the secret sauce 

FTL

Address 
Translation Garbage Collection

Wear leveling, 
Over-provisioning  Free blocks mng.

Performance,
Parallelism

Reads writes from the software (OS, application, fs)

https://www.sourcetoday.com/news/article/21865991/nand-flash-memory-market-decelerates 
https://veritusgroup.com/there-is-no-secret-sauce-build-a-relationship-see-growth/ 

Dead blocks and 
Error Corrections

There is programmability 
and intelligence in flash devices

https://www.sourcetoday.com/news/article/21865991/nand-flash-memory-market-decelerates
https://veritusgroup.com/there-is-no-secret-sauce-build-a-relationship-see-growth/


Optane: A new class of NVM technology
● Jointly developed by Intel and Micron 

● Uses a new type of material 
○ Not publicly disclosed - but thought to be a resistive bulk material

● Much faster than flash, and can be packaged as 
byte-addressable memory 
○ Latencies in 100s of nanoseconds, Bandwidths in 10s of GBytes/sec 

30

HDD                                          Flash                           Optane        DRAM

10s ms                                      100s us                        100s ns           10s ns 

Cold 
storage



Optane: Memory and storage form factors 
Today available in storage as well as memory form factor

● Optane DIMMs (memory/cache) : 128GB, 256GB and 512GB DIMMs 
○ Do direct load/store from the CPU to persistent DRAM 
○ Denser and more energy efficient than DRAM 

● Optane SSDs (as storage /dev/optane) 
○ Make a file system, and do file I/O, mmap, read, and write 

31https://venturebeat.com/2019/11/21/optane-101-memory-or-storage-yes/ 

What does rebooting mean?

https://venturebeat.com/2019/11/21/optane-101-memory-or-storage-yes/


The (new) triangle of storage hierarchy
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Tape 

Hard disk drive (HDD) 

DRAM Memory

CPU cache

CPU 
register

Cost: $ / GB 

capacity

~0.1ns

1-10ns

~10-100ns

~10-100ms

~100ms-10s

Access latencies

NAND Flash/Optane SSDs

Persistent Memory < 1 usec

~10-100 usec

- cache line granularity 
- volatile storage  
- load/store instructions

- cache line granularity 
- non-volatile storage 
- load/store instructions

- Block granularity 
- non-volatile 
- I/O commands 



ACM Turing Award 2017
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Watch and read them all ;) (really you should) 

34



CPU Performance Stalling
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● Stalled frequency scaling 

● Stalled core scaling 

● Limited TDP 

● CMOS scaling (7- nm)

● Memory wall  



The Bigger Context
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● The compute accelerators are mainstream : GPUs, FPGA, DSAs 
○ 100x performance improvements 

● Network is improving - we have 200 Gigabits/s links now, and Terabit/s in works 
○ Expected 10-100x performance improvements 

● NVM storage is improving - 10+ Gigabytes/s with single digit microsecond latencies 
○ Expected 10-100x performance improvements 

● The CPU performance is stalled

Example: The work that the CPU was doing for HDD (in ~msecs) 
(a) Now must be done in ~usec! ⇒ Efficiency (new implementations and data structures) 
(b) Cannot be done at all ⇒ Specialization : for computation, for network, and for storage!



1/3: Implications for AI/ML 
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Parameter counts in Machine Learning, https://www.lesswrong.com/posts/GzoWcYibWYwJva8aL/parameter-counts-in-machine-learning 
Using DeepSpeed and Megatron to Train Megatron-Turing NLG 530B, the World’s Largest and Most Powerful Generative Language Model, 
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-gene
rative-language-model/ 
Turing-NLG: A 17-billion-parameter language model by Microsoft, 
https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/ 

How much DRAM? The training for a 40.8 MBytes of a 1001-layer ResNet model can take up to 
67.2 GBytes (1000x). How much memory do you need for 1 Trillion parameter model? 
I am sure many times you run out of memory even for current models on the GPU? 

https://www.lesswrong.com/posts/GzoWcYibWYwJva8aL/parameter-counts-in-machine-learning
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model/
https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/
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This is not to say that AI/ML is bad, but 
to point out that we have an opportunity 
to smartly design storage and memory 
systems to deliver efficiency 
● Scale 
● Cost 
● Energy and Sustainability 



2/3: Implications for Data Structures

The RUM Conjecture: Need for efficient 
data-structure designs

● Read-heavy, write-heavy, mixed, range 
scans, concurrency, batch operations  

● Modeling, statistics, and analysis 
39Algorithms Behind Modern Storage Systems, https://queue.acm.org/detail.cfm?id=3220266 

Indexing in flash storage devices: a survey on challenges, current approaches, and future trends, https://link.springer.com/article/10.1007/s00778-019-00559-8 

https://queue.acm.org/detail.cfm?id=3220266
https://link.springer.com/article/10.1007/s00778-019-00559-8


3/3: Implications for CS/Systems - Pick Anything ;) 
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User space applications (databases, key-value store, browsers, file and email servers) 

The virtual file system (VFS) 

The page buffer 
cache Network-fs 

(NFS, samba)
Pseudo FS
(proc, sys)

Special FS
(tmpfs) 

Block-FS
(ext4, f2fs, brtfs)

Linux Block Layer

read, write, open, stat, chmod (syscalls)  

Kernel

Device drivers 
(NVMe)



What you should remember from this talk
1. Data sizes are exploding 

a. Bioinformatics, edge computing, social media, scientific experiments, farming … 

2. Storage is no longer a bottleneck 
a. Data accesses in 10s of microseconds with millions operations /sec 
b. Can help to compliment DRAM data accesses (Optane) 

3. The field of computing is changing towards specialization
a. Where you store data: DRAM, Flash, Optane, HDDs, Tape 
b. How do you store data: block, objects, files, tensors, tree, link lists, hash tables 
c. How do you access: synchronous, interrupts, scheduling, fast/slow paths, programmability  
d. You can ask to tailor a storage stack for you own needs - performance, and cost

4. Efficiency of data storage - cost and computation - is important 
41



To Conclude 
Storage Research is fundamentally 
changing and reshaping what 
kind of systems we can build tomorrow 

● Better performance 
● New specialized abstractions 
● Better cost and energy efficiency 
● Superior scalability 
● And much more … 
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The (new) triangle of storage hierarchy
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