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*revised

Fills the Pacific Ocean 200x over
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CPU - as the Performance Horse 
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- Stalling of Moore’s Law and Dennard Scaling
- Turing Tax - the cost of Generalization
- Security considerations 
- Energy needs 

Rise of accelerator-centric computing 

John L. Hennessy and David A. Patterson. 2019. A new golden age for computer architecture. Commun. ACM 62, 2 (February 2019), 48–60. DOI: https://doi.org/10.1145/3282307
 

https://doi.org/10.1145/3282307


Imagine this setup 
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The Key Challenges with the CPU in the Loop
1. The CPU coordinates the control path and resource allocation 

a. Coordinate control flow among accelerators - which buffers to allocate, pin, DMA 
b. Control the data transfer among accelerators - when to initiate and how to initiate
c. Done with pair-wise accelerator integrations, but multiple? 

2. The CPU dictates the computing abstractions 
a. Shared memory, virtual memory, processes, context switches, files 
b. Keeping the memory coherent between the host’s view and accelerator view 

3. The CPU limits the innovation and imagination 
a. Active and passive disaggregation 
b. Designing a new interconnect, network discovery protocols 
c. Scalable energy needs 
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Hyperion: A Zero-CPU Data Processing Unit (DPU)

Hardware: 

● FPGA + NIC + Storage = DPU

Software: 

● A new compiler 
● eBPF as an IR for (any) hardware 

Client: 

● Disaggregated clients 
● Network protocols - NVMoF 
● Application-level, KV, NFS, DSes
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Disaggregation and Slicing 
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Innovation in Discovery, reconfiguration, slicing, virtualization, communication etc. 



Comments on the Reviews 
First of all, thank you :) 

- Target application-domain? 
- Disaggregated, cloud storage and processing 
- Mostly well-defined, requires multi-tenancy and dynamic reconfiguration 

- Limited FPGA resources, esp. on-chip memories 
- Needs data staging primitives between SRAM, DRAM, HBM, then NVMe storage 

- Development complexity 
- Target well-defined data structures as the basic building blocks: B-arr Tree, Hash Tables, 

Arrays, LSM tree, Heaps, extent-trees, etc. 

- Compiler development: challenging, but feasible 
- “I wonder if this approach can really fully eliminate CPUs”

- We also do not know. We think it can, but we are open to hear counter arguments 
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Where are we going from here? 
5-page vision: 
Hyperion: A Case for Unified, Self-Hosting, 

Zero-CPU Data-Processing Units (DPUs) 

https://arxiv.org/abs/2205.08882 
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Call for a Revolution!
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